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S U M M A R V 

The elements of the mid-terrr system were integrated successfully 

and it was demonstrated in April 1974. The system has operated 

with vocabularies of 248 and 500 words and appropriate context- 

free grammars to restrict output sentences to those appropriate for 

+he vocal command of our speech data-retrieval, analysis, and dis- 

play system. 

System Dcrformance in a controlled test of li6 utterances was 

74 percent correct for a 248-word vocabulary, and 50 percent cor- 

rect for a 500-word vocabulary. Processing time with tne smaller 

vocabulary is on the order of 1 min. for a typical 3- to 4-sec sen- 

tence. An experiment is planned to evaluate system performance 

in greater detail. 

The acoustic-phonetic front end ha« been tested extensively, and 

substantial modification 10 the diphthong identification and fricative 

classification algorithms has been carried out. The performance 

of our linguistic processing modules has been improved greatly by 

changes in scoring strategies and by the incorporation of phonolog- 

ically based and front-end dependent matching rules. 

.software to support packet speech communication via CVSD modu- 

lation techniques over the ARPA computer network has been com- 

pleted and checked out as far as possible. This work and the on- 

line optration of the mid-term system were made possible by the 

completion of a high-speed data link between TX-2 and the Labora- 

tory's last Digital Processor. 
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GLOSSARY 

APEL Acoustic phonetic element - output from the acoustic 
phonetic front end 

APKX TX-2 time-sharing system 

ARPA Advanced Research Projects Agency 

CASPKRS A system which processes rn APEL string .o find and 
score sentences 

CVSD Continuously Variable Slope Delta modulation - a method 
of coding speech for digital transmission 

KDP Fast Digital Processor — Lincoln Laboratory computer 
designed for waveform processing applications 

IMP Inierfam Message Processor - a computer performing 
host intt rfacing and message forwarding in the ARPA 
computer network 

SATS Semiannual Technicil Summary Report 

VASSAL A system which processes an APEL string to find and 
score sentences 
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SPEECH    UNDERSTANDING   SYSTEMS 

This is the last SATS concerning speech understanding systems.    Work in that area is being 

terminated Ft the end of FY 7*.    Lincoln Laboratory Technical Reports on the Lincoln Mid-term 

Speech Understanding System and the Speech Data Base are now being prepared which will cover 

in considerably more detail the work reported here and in previous SATS.    Future SATS will be 

concerned with work on packet speech communicalirn. 

I.      THE  LINCOLN MID-TERM SYSTEM 

The elements of the mid-term system were integrated successfully and the system was 

demonstrated as scheduled in April 1974.    A Technical Report is being prepared which will 

describe the system and its components in detail and will present the results of some system- 

atic testing of its performance.   This section presents a brief overview of the system, gives 

some currer t performance results,  and describes our plans for controlled system tests which 

are currently getting under way. 

A.    System Overview 

Speech input takes place at a TX-2 console using a cl'jse-talking, noise-canceling micro- 

phone.    The speech is digitized in TX-2 ana sent via -. 1.6-megabit serial connection to the 

Fast Digital Processor (FDP) wher? parameter extraction and phoneme class segmentation take 

place.    The results are returned to TX-2 where the remainder of the phonetic recognition is 

carried out to yield a string of acoustic-phonetic elements (APT,T.s).    These serve as input to 

a linguistic processing module which uses a context-free grammar and vocabularv appropriate 

to a task domain to find and score sentence candidates.    Output of the system is a display of the 

sentence candidates (if any) which the linguistic module succeeded in matching to the APEL 

string.    When the decision was made to terminate the project, wo~k on the fu.^tional response 

module discussed ir. the previous SATS   was stopped prior to implementation.    The system, 

therefore,  lacks a functional response output and is more properly termed a speech recognition 

system than a speech understanding system. 

The system makes use of the phonetic recognition processing discussed •'-> Sec. II o' this 
2 3 4 report and in previous SATS   and publications. '      It is compatible with both the CASPERS and 

VASSAL linguistic processing modules discussed in Sec. Ill ol this report,  in the previous SATS 

(sec op. li-15 in Ref. 1), and in a recent   ublication.    To date, all on-line experiments and dem- 

onstrations have made use of the VASSAL linguistic module,  and the results discussed in this 

section apply to that version of the system. 

The system is capable of recognizing sentences from any subset of English for which a 

context-free grammar and vocabulary are available in the proper form.    Currently,  we have 

three different grammar and vocabulary combinations which can be demonstrated.    Two are 

appropriate tn the proposed Lincoln task of vocal command of our speech data retrieval,  analy- 

sis, and display system.   The ocher is similar to the System Development Corporation (SDC) 

task of Querying a submarine data base in a formal query language.    The two Lincoln tasks 

differ in vocabulary size and syntactic complexity.    The smaller of these, which has been used 

in most of ou»- demonstrations and teLts so far.    has a vocabulary of 248 words and a finite 



gramrr.« r cappble of generating 4.8 million sentences.    The larger task has a vocabulary of about 

500 \ 01 Is and a grammar that will allow something in excess of 500 billion sentences. 

malJ Lincoln grammar allows only command sentences which can begin with any one 

ot land verbs.    The grammar allows 15 sentence types which constrain the objects to 

oneL ntically appropriate to the command verbs.    Modifiers are similarly constrained. 

The K . gt  grammar allows some questions as well as commands.    It handles 120 command verbs 

and five q^ estion words. 

The following are sample sentences acceptable to the small grammar: 

"List the back vowels from utterance one hundred seven." 

"Recompute the average energy in the second voiced segment." 

"Set the default for sex to male." 

"Move to the next utterance." 

"Drop the edited labels from the drum." 

"Display   hp formant graph on the Hughes scope." 

"Erase the display of the confusion matrix." 

"Put the right cursor on the third frame." 

"Connect taoe unit four to console number one." 

"Calculate the effec of setting the threshold to one." 

"Delete those greater than six seconds." 

"Go into the graphics mode.' 

"Search for the twenty kilohertz waveform." 

"Skip to the third sentence on tape unit six." 

"Give me the range of the third formant." 

'•Calculate ihe distribution of the liquids." 

In addition *n the above,  the large grammar will accept sentences such as the following 

"Now please put up the distribution of energy for the example." 

"Kdit the phonemic transcription of this statement." 

"I want to see the ninth sample by a female speaker." 

"Go on to the final entry with a liquid-fricative occurrence." 

"Shift the label ahead 15 milliseconds." 

"Select the average spectra for the fricative example in each statement 
by speaker R.W." 

"Put the phonemic labels under the spectrogram." 

"How many statements have parse-trees in the data base9" 

"What is the owner's name9" 

Processing time varies with sentence duration,  grammar size am' complexity,   and diffi- 

culties encountered in recognizing individual utterances.   When using the small (£48-wora) Lincoln 

grammar and the VASSAL linguistic processing,  a typical  i- to 4-scc sentence will require on 

the order of i min.  to complete all processing if there is no other time-sharing activity on TX-2. 

This processing time is short enough to allow a substariial number of sentences to be processed 

by the syntem for evaluation purposes. 



B.    System Performance 

During the past several months, we have processed about 37 5 sentences which were accept- 

able to the snail (248-word) Lincoln *ask grammar.   About 40 speakers have used the system, 

many speaking only one or two sentences during a demonstration.   Two speakers have spoken 

about 100 sentences each.   These sentences also are acceptable to the large (500-word) grammar, 

but only about one-third have been processed as yet using the large grammar.    We have proc- 

essed only a fe>   sentences with the SDC submarine data base query language,  and we will not 

report results  'ith that grammar at this time. 

Our phonetic recognition processing contains some speaker-dependent decision mechanisms. 

The vowel fomivint space is normalized U the individual speaker from calibration sentence data. 

The fricative recognition algorithm uses thresholds whic   are different for male and female 

speakers.    Adjustment of these thresholds is a manual procedure which is not practical during 

demonstration situations.    Therefore,  in demonstrations we have used one or another of the 

preset speaker profiles which we have generated for the Lincoln speakers who account for most 

of the data.    This procedure has worked quite well for male speakers, often achieving success 

on voices which sounded quite different from the calibration speaker.   Successful recognition 

was achieved in several cases '.here the speakers had pronounced foreign accer.ts. 

Since the Lincoln Speech Data Rase is an integral part of our system, all system demonstra- 

tions automat cally produce data for the data base.    Data collected in this way provide a diverse 

but uncontrolled sample,  and there are many artifacts such a^: incorrec* microphone positions, 

and ex'raroous background noises which make the total sample a poor one for measuring per- 

formance.    We are preparing a new data sample for a controlled system experiment,  and Sec. C 

below describes our plans in that area.    The data we have now,  on which we feel it ir r*»idonable 

to make comparative judgments,  are a set of 116 sentences spoken bv 6 male speahers for whom 

we have speaker normalization profiles and which are free of artifacts. 

For these 116 sentences, using VASSAL linguistic processing ar-u the small grammar, the 

system correc*ly recognized 74 percent of the sentences. About half of the incorrect sentences 

were wrong in only one word. In one case, no sentence at all was found. In ten cases, a com- 

pletely wrong sentence was found. 

For the same sentences and VASSAL processing, but using t ic large grammar, the system 

correctly recognized about 50 percent of the sentences. Again, tbout half of the incorrect sen- 

tences were wrong in only one word. 

It should be emphasized that these results are obtained from a small sample of the possible 

sentences which the system could be expected to handle.    Because the APELs generated by the 

phonetic recognition module have some inherent ambiguity as well as potential for error that is 

not randomly distributed, the performance on any test will depend on the particular sentences 

chosen for testing.    While these results correspond to a particukr test set, we feel that they 

are representative of the results the system has achieved in live demonstration situations.    It 

would be possible, however, to select sentences which either probe the weakness of the acoustic 

processing or explore the regions of the sentence space for which the grammar provides less 

useful constraint.   The techniques we have been using to describe the task domain, so that 

speakers can produce acceptable sentences, tend to produce a sentence set that is well distrib- 

uted with respect to the semantics of the task domain.   This distribution is not uniform with 

respect to sentence difficulty, and we expect that test sentences so selected would result in 

lower overall performance. 

  



C.    Evaluation Experiment Plans 

While experience during the past several months has given us a reasonable idea of the 

success and limitations of the current system, we feel that a well-designed experiment is needed 

to (1) obtain some measure of acoustic-phonetic processing performance,  (2) obtain some meas- 

ure of linguistic processing performance,  and (3) attempt to identify areas where change will 

lead to overall system improvement.    Our proposed design for this experiment follows. 

1. Subjects 

We can predict to some degree how successful our system will be with a particular speaker. 

First, we do much better with male than with female speakers.    In part,  this is due to a few 

known and easily adjusted thresholds.    Whether the adjustment of these thresholds will lead to 

a level of performance that will permit meaningful analysis is not known at this moment.    We 

do plan to investigate this and include whatever seems reasonable in our report. 

We know that some speakers tend to place a grjat deal of emphasis on the first VDV
1
 or two 

in a sentence and then let the rest of the sentence trail off dramatically.    We will not include 

anv speaker who exhibits this tendency in pretesting.    We further know that speakers with a 

rather rich tonal quality and even cadence tend to be successful.    This does not imply that we 

will run many subjects and only include for analysis those with good results.    Rather, the idea 

is to use some known speakers and choose others from knowledge of their speech, and listen 

to them read a few sentences. 

We will use six male speakers - three known and three new.    We will include female speakers 

contingent upon the success of the adjustments mentioned above.    At a minimum, we will attempt 

to analyze our problem with female speakers. 

2. Sentence Material 

Most of the sentences will he acceptable to the small Lincoln grammar.    Some will be 

acceptable only to the large grammar.    Each sentence will be formulated from a chart similar 

to the one in Fig. I which represents a small part of the grammar,  and is rich enough to pro- 
;de a variety of sentences, but is restricted enough to be unnei.itandable.    The entire small 

grammar is spanned with 29 such charts. 

ha---nwl 
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SPECTRA 
SEGMENTATION 

Fig. t.    Typical chart to be   .^ed in generating sentences 
for system evaluation. 



3. Method 

Each speaker will begin by saying two calibrktion sentences.    Data from these sentences 

will be entered for the speaker.    A description of the task will be provided and a presentation 

of *he vocabulary given to avoid difficulties during sentence formulation.   The speaker will be 

shown one of the charts and guided through the formulation of several sentences.   Once there is 

assurance that this aspect of the task is understood, the speaker will say a few trial sentences 

for interpretation by the system.    Following the resolution of any apparent difficulties, the 

speaker will be presented with a random ordering of other charts and asked to formulatt one 

sentence from each chart.    The speaker will be asked to try to make some short,  some mod- 

erate,  and some long sentences.    The expei menter will caution ti.e subject if the sentence is 

not within the grammar.   In the event of an illegal sentence, the nature of the problem    «ill be 

pointed out and a new sentence will be formulf.ted. 

About a week after the initial sentences ht/e been spoken,  the speaker will return and 

reread the calibration sentences, and read a scrambled ordering of the legal sentences he for- 

mulated earlier. 

4. Analysis 

The calibration sentences will be used to obtain vowel formant frequencies and fricative 

energy for each speaker.    These normalizing values will be entered before any sentence 

processing. 

The only parameters for the acoustic-phonetic processing are a male/female threshold for 

fricative identification and the normalizing data from the calibration sentences.    The linguistic 

processing makes use of speaker independent data derived from experience with sentences 

processed prior to tne experiment.    These latter data consist of a matrix of phoneme/APEL 

crosstabulations,  and rules used to edit the APEL string.   The crosstabulation matrix is based 

upon about 100 sentences from about 10 different speakers.    The rules for APEL editing have 

evolved over i period of 6 months from experience with some 200 sentences. 

Data from each speaker will be considered independently.    The analysis involves several 

distinct and independent ph  ^es. 

First, we will look at the total system performance.    The primary results will be the pro- 

portion of correct sentences and an analysis of errors.    Generally, we find sentences to be 

either corro-tly recognized, wrong in one or two words,  or completely wrong.    Where the 

sentence is wrong in one or two WOM'S,  the error typically occurs where there are many choices 

for the expected construct.    For example,  if a number is expected,  "sixteen" may be recognized 

when,  in fart    "sixty" was npoken.    Completely wrong sentences generally result from missing 

the first word,  thus leading to utter deterioration. 

In this first phase,  we will consider the differences between the formulated and the read 

sentences.    While there may be some dispute about the free speech component of sentences 

made from our charts,  it is our contention that the process is quite different from reading. 

The second phase of analysis involves the generation of a phoneme/A PEL crosstabulation. 

To achieve this,   vv«. will give the linguistic processor the APFL string and the correct sentence. 

The processor makes an optimal match,  considering phonological rules, and fills in entries in 

the matrix.    The match is constrained to never produce a vowel/consonant entry and vice versa. 



While this clearly differs from the ^-'ocess previously employed in evaluating acoustic-phonetic 

processing, a rough comparison indicates that the results are similar.   The purpose of this 

phase of analysis is to obtain further data on our acoustic-phonetic procesoing. 

The thir J phase is directed toward attempting to identify some areas in which further 

research *.iLl lead to progress in speech recognition.   While the problem of speaker normali- 

zation it .Accepted as a challenge, our experience indicates that the enure system is reasonably 

robv * and not heavily dependent upon obtaining normalizing values for each speaker.   One 

possible reason for this is that we simply have not addressed the right aspects of the problem. 

At a minimum, we plan to compare the normalizing values for the repeated calibration sentences 

with the original.    We also plan to compare these values across speakers and hope to get some 

idea of how sensitive the system is t' variations in these parameters.   We further plan to 

examine differences in the crosstabu.ation matrices among speakers and counterposed to the 

matrix used in the recognition phase. 

The scope of our analysis is heavily dependent upon the use of our data base.   Where appro- 

priate, we are able to look at waveforms,  formants, spectra, etc. in an attempt to understand 

the behavior of the acoustic-phonetic processing.    Even after the experiment has been reported, 

we will have a rational corpus of data to explore our ideas concerning improving performance. 

II.     PHONETIC RECOGNITION 

Extensive tuning and testing of the acoustic-phonetic front end, as well as a few substantial 

modifications, have been carried out since the last SATS.    Fairly complete documentation of 

the front end and its performance is now available in published form,   and additional documen- 

tation will be included in a forthcoming Technical Report.   The remainder of this section de- 

scribes the algorithms for diphthong identication and fricative classification, both of which 

have undergone substantial changes since the last SATS.   The experimental results given are 

from a corpus of HI sentences, distributed among 7 speakers [o male,  1 female). 

A.    Diphthong Identification 

Every VWL segment (representing a detected vowel nucleus) is subjected to special tests 

to detect the presence of the diphthongr /oy/* (buy) and /ay/ (boy),  and the diphthong-like 

sound /yu/ (compute).    Detection of a particular diphthong occurs when the formant trajectories 

in the VWL meet a set of criteria peculiar to that diphthong.   The overall performance of these 

algorithms is quite good, with over 80-percent correct identification and false alarms in less 

than 1 percent of the remaining syllables. 

The /oy/ detertion algorithm is illustrrted in Fig. 2.    We require that the total duration 

T   of the VWL exceed a threshold, that there be a region greater than T /3 in length where the 

slope of F2 is positive,  and that the formant positions at a point T /4 from the left edge of the 

VWL be charac eristic of a steady state /a/.    The test for this third requirement is carried 

out by comparing measured F1 and F2 with tabulated values for /©/ in a bpeaki.r-normabzed 

vowel table,  in a manner similar to that described previously for steady-state vowel identifi- 

cations.    Then we require either that the rise in F2 exceeds 300 Hz o   that the duration of the 

* In this report, phonemes a'e represented in standard International Phonetics Asiociation 
notation and are marked with slashes (e.^., /ay/): APELs are defined as introduced and are 
marked with braces (e.p., (F}). 
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owel e?iceeds 250 msec.   This last duration test was helpful in detecting /ay/'s in words like 

"file." "time," or "five" where the influence of the following consonant caused the rHe in F2 to 

be less than in other situations, but where it was found that the duralions Tv and T        v/ere 

longer than average.   As seen in Fig. 3. thit algorithm correctiy det cted 80 percent of the 

/ay/'s. with half the misses detected as /oy/.   There were a few false deteclions.  mostly with 

vowel and glid? combinations like /le/ which have somewhat similar forrr.ant trajectories. 

The /oy/ detector employp a strategy very similar to the /ay/ detector.   Fi and F2 near 

the beginning of the VWL are required to reach poüitions close to those of a steady state /a/, 

and a sufficiently long region of increasing F2 is required, with a chcnge in F2 of at least 750 Hz. 

There were only 9 /oy/'B in the ill sentences,  and all were correctly detected.   In three cast3, 

the diphthong /ay/, preceded by /w/ or /l/, was detected as /ay/; and there were three additional 

false alarms. 

The /yu/ detection algorithm applied a technique similar to the one previouF?? described 

tor /r/ detection.   A set of measurements are thresholded and any that exceeds a threshold 

contributes a penalty to a score proportiona1 to how much it exceeds the threshold.   The require- 

ments are that Fl be low throughout the segment, that F2 be high on the left and have ncgitive 

slope over at leus* 4/3 of *iie segment, that F3-F2 become small near the middle >f the segment. 

f, = T^4 
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Jig. 2.   Algorithm for identification 
of diphthong /oy/. 
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Fig. 3.    Cor fusion statistics on diphtiong 
identificaticn. 
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and that F3 decrease sharply from the beginning to the middle of the segment.   The results are 

indicated in Fig. 3;  16 of 2^ /yu/'s were detected,  with five false alarms. 

B.    Fricative Classification 

Tie basic f "icab"-,e classification algorithm takes all FRIC segments^ and categorizes them 

into phoneme classes ".d ibllows.   the APEL {f} designates the phonemes /f/ or /e/, the APEL 

(s) designates /s/ or , z/,    he APEL (s) designates /// or /« /, and the APLL {F} indicates 

xhat the TrHIC segment did not meet the criteria for any of the above phonemes.    The primary 

parameters used are segment duration, ? measurement E     of the volume (rtMS (0-5000)] aver- 

aged over 5 frames at the segment center, end a critical frequency f,    .   (These measurements 
av 

are different from those used in the fricative classification algorithm reported in the last SATS.) 

With S(f) representing the spectral amplitude in a particular frame, and Af = 10000/256, we 

define f   for .uat frame as f   - k Af where k   is the largest integer for which 

k = 127 

S(k^f) / 
k-kc-1 

S<kAf) ; G, 

k-k k-o 

In these experiments, 9   was chosen as I/A, SO that f   corresponded to the center of mass of 

the spectrum.   To determine f      , w.? average f   over 5 frames at the center of the segment. 
cav 

The fricative classification algorism has the option of segmenting the FRIC segment into two 

APEL segments, if distinct contiguous fricatives are detected (e.g.,  "voiceless fricative"). 

If the FRTC segment is less than 100 msec in duration, no additional segmentation is at- 

tempted.   The FRIC is classified according to E     and f       as indicated in the bottom half of 
cav 

Fig. 4.    (In the overlap regions, two APEL choices are given.)   The frequency regions,  defined 

on the figure, are used for male speakers;  a different set of regions is needtd for female 

speakers.   The voiume threshold ^     was e^nirically determined.   The basic properti^.. ~v.iiig 

explo'tuJ «r». illustrated by t» e spectra sketche«    n the top half of Fig. 4.   The frica+'/CS /(/ 

and /o/ are weak anc have "e1  lively Tat spectra; tl.* spectral energy for /s/ and /z/ is skewed 

toward higher frequencies than for / I / and /? '.   A spectrum skewed too much toward lower 

frequenc es leads to a suspicion that a segmentation error may have been made and that the 

Fegment may be vowel-like.    If the FRTC segment is greater than 100 msec in duration,  tnen 

separate clasfufj- ations are made of the left and right halves of the segment.   If these classifi- 

cations are different, the FRIC segment is split into two APELs.    Results of fricative classifi- 

cation are .vim  iarized in Fig. *?.   The statistics indicate 91-percent correct classification,  as 

determined by summing the diagonal elements in the first three rows and dividing by the sum 

of all elements in the first three rows.    A few /v/'s which were called (f),  and /tj/'s and 

/dj/'a called {SJ,  were included as correct classifications. 

A number of stop aspirations were segmented as FRIC; they were further classifiea by 

the fricative algorithm as indicated.    Of the few FRICs produced  lue to voic?ng errors in vowels, 

about half were assigned        APEL {F) because of low f      .    The double-fricative detector per- 
cav 

formed successful segmentation and identification of 83 percent of adjacent but distinct fric- 

atives present in the spoken sentences.   (These results represent about 20 detections of double 

fricatives;  in each case where correct segmentation was performed, the identification was 



also correct.)   We are working on the problem of distinguishing /z/ from /s/ and /f / from /// 

on the basis of the pitch detector voicing indicator.   Some promis ng results have been obt dned, 

but difficulties are caused by the fact that many /z/'s are devoiced in continuous speech, at 

least over part of their duration. 

III.   LINGUISTICS 

A.    VASSAL 

The accumulation of a substantial number of processed sentences has led to a clearer 

understanding of the basic patterns of the acoustic-phonetic front-end errors.   The changes to 

the matching and scoring algorithms which were indicated by these data were implemented, 

and these changes raised considerably the level of performance of the system. 

The most direct use of these new data was in the automatic generation of the scoring 

matrices.   For each sentence in the data base, there is an associated lexical transcription and 

the sequence of APELs produced by the Iront end.   An "automatic labeling** program was used 

to align the phonemes in the nominal pronunciation with the APELs.    From this correspondence, 

two confusion matrices were built up(one for vowels, one for consonants).   The scoring matrices 

we^e then computed by .aking the LOG2 of the estimated probability that a particular APEL is 

produced when a given phoneme is spoken.   An increment was added to make 0 equivalent to 

the LOG2 (1/5).   A few (less  han 2 percent) of the scores were manually edited to compensate 

for inadequate data in the sample. 

Also, a tasic change in the matching mechanism involved an improved solution to the so- 

called "alignment" problem.   This problem occurs because of the front-end (or speaker) errors 

thct produce missing and spurious segments in 'arious contexts.   The revised scheme takes 

advantage of tl e fact that vowels usually contain more energy than consonants and are much less 

likely to be misaed.   The relatively few missing or ppnrious vowel segments '"'.en can be pre- 

dicted, thus reducing even further the possibility of ^rror.    When 1 ^♦cnin.-, VASSAL    ligns the 

words with the APELs by first lining up the vowels.   Thit considerably ' implifieu the matching 

since we have reduced the problem to one of aligning small sets of consonants with small sets 

of APELs. 

A third significant change was the refinement of the evaluation function which is used to 

score each partial sentence candidate produced thus far.   This ensures that at any point in time 

the most promising hypothesis will be pursued.   Since not all fragments are of the same length, 

some technique must be used to normalize them.   One simple scheme is to use the average 

score per APEL "consumed."   However, a slightly more complex scheme allows some flexi- 

bility in varying the behavior of the system.   In this scheme, we have two components to the 

evaluation function.   To the total score obtained thus far by matching, we add a predicted score 

for each unconsumed APEL.    By being optimistic in the prediction, we favor the shorter can- 

didates and will produce slower, but more accurate, behavior (if we don't run out of space or 

time); by being pessimistic, we produce faster, but probably less-accurate, results.   The 

effect of this component becomes less important as we process more of the sentence and there 

are fewer unconsumed APELs, 

Much of the information concerning the mapping between the phonemes in the dictionary 

words and the APELs in the input is embodied in three sets of rules.   One set is used to edit 
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the sequence of APELs.   Those segments almost certain to be spurious (such as a voiced silence 

following a nasal) are deleted, and others are flagged as pos«ibly spurious. 

The second set contains those rules which predict possit1*» spurious segments based on 

phonemic context.    For example, the aspiration or burst of n stop consonant is sometimes 

marked as a fricative.   Thus, an optional {f} is inserted in those w>rds containing prestressed 

stops.   This second set also maps members of chose sets of phonemes which are nc. differen- 

tiated by the from end (e.g., /s/ is not distinguished from /z/) into a single element. 

The rules in the Tirst two sets are applied to the APEL string befr^e matching is attempted, 

and to the dictionary at compile time.   However, the third set contains rules which are functions 

of both phoneme context and corresponding AFELs, and these are applied at run 'VTIC.    Many 

of thef^ ru^cs pertain to the influence of neighboring semivowels on vowel classification     For 

example,  an /r/ r receding or following r. vowel may cause it to be classified as an {R} (the 

vDwel of ^ 3irdH),   Rules pertaining to v ord boundary behavior are also included in this set. 

Some of the rules in the three set«: represent well-known phonological phenomena, such as 

the option?! insertion of /t/ betweer    , /   ind /s/ (e.g.,  "console").    However, many of these 

rules are artifacts of the pailici ar segmentation and classification algorithms now being used 

by the front end, and could not be predicted in advance.   The collection of a substantial number 

of processed sentences was necessary to disti^nrsh between recurrin/ patterns and isolated 

examples caused by such variables aj r.^ise or f'>rmart tracker error. 

B.    L/SPERS 

CASPEF 3 is the name given to a system being developed as part of the ongoing doctoral 

research of John W. Klovstad at M.I.T.    Its general operation was described in the lasi SATS 

(see pp. 11-15 in Ref. i), and its extension to handle phonological rules which apply at word 

boundaries was described in a paper for the IEEE Symposium on speech Recognition.    Recent 

work has been concerned with changes in scoring strategy and the accui..ulation of phonological 

and front-end dependent rules and their incorporation into the matching process. 

CASPERS now uses two distinct scoring strategies.   As before, an average score per 

APEL consumed is used to select the parse path to be pursued next,  but in the word-scoring 

process, an accumulated score is used which favors longer words.    In this word-scoring proc- 

ess, a scoring matrix derived from experience with the sysxem supplies scaled log probability 

values which are then offset with a dynamically adjusted value depending upen the overall aver- 

age path score. 

The process of timing and testing CASPERS has proceeded by deriving statistics from most 

of the sentences accumulated in the tests and demonstrations of the Linccln system which were 

discussed in Sec. I of this report.    From this experience, something in excess of 60 matching 

rmes has been incorporated into CASPERS.    Roughly, two-thirds of these have a phonological 

basis.   The remainder are front-end dependent rules introduced to account for the behavior of 

the particular front-end processing in the Lincoln system.   A recent fine-tuning pass over 70 

sentences found only one or two which could not be recognized successfully after the fine tuning. 

The system is now about ready for testing with new speech material. 

IV.   PACKET SPEECH  COMMUNICATION 

Lincoln Laboratory is scheduled to participate in an experiment to send and receive speech 

over the ARPANET using the CVSD (Continuously Variable Slope Delta) modulation teclinique. 
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Other participants in the experiment are expected to he the Information Sciences Institute of 

the University of Southern California (ISI) and the Speech Communication Research Laboratory 

at Santa Barbara, California.   T e CVSD technique gives tolerable quality of speech trans- 

miscion in the 8- to 20-kilobit per-'econd range.   The purpose of the experiment will be to 

determine to what extent this tecnniq-ie can provide acceptable speech under packet switched 

network conditions where there is appreciable dispersion of the transmission delays across 

packets. 

The remainder of this section describes the CVSD modulation technique and the software 

we hai e generated for TX-2 and the FDP to carry out the experirrenl.    We have tested the sys- 

tem ti the point .«f successfully looping coined speech thro .gh the Lincoln IMF and reconstituting 

the speech at the FDP.   Further testing awaits completir n of similar software at the other sites. 

A.    CVSD AVorithm 

The basic CVSD algorithm is outlined in Fig. 6.    ioth the transmitter and the receiver 

genei *te an estimate for each speech sample, s'Cn), jy an identic., process.   The transmitter 

corn aares each new speech sample s{n) coming in f' om the A/D r ;nverter with the previously 

genf rated estimate, aHn - 1), and .lends across the channel and to the M analyzer a bit to indi- 

cate which is larger (i if s'Cn - 1) > s(n); 0 if s 'n -    * < ain)].   Thertioie, a bit stream comes 

across the channel, one bit per sample, and the bit rate is er ual in bits to the sampling rate 

in hertz. 

The function of the M analyzer is to c >npute a quantity IVl(n) such that M(n) ♦ a.s'Cn - 1) 

will be a satisfactory estimate for s!( i).   " > do this, the M analyzer uses the three most-recent 

S(n) 

S'(n) S'(n) 

TRANSMITTER RECEIVER 

Fig. 6.    Flow chart for CVSD modulation algorithm. 
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bitfr, generated fi om s(n)   s{n -1), and s(n - 2), to determine whether the magnitude of M 

should be increased or decreased (see Fig. 7).   The current bit b(n) determines the sign of M(n) 

(1 = negative).    |M | is increased whenever the last three bits Fre identical (either 111 or 000). 

If there is a string of O's, it means that sMn - 1) was less than s(n) for three samples in a low, 

and therefore that M should be increased.    Likewise, three I's mean that s'Cn) was greatei 

than s(n) three times in u row and, therti'ore, that a larger number should be subtracted or 

that |M I should be increased.    |M| is increased along a ourve which asymptotically approaches 

a limit MMAX,  and is decreased along a different cumt asymptotically approaching MMIN. 

Silence detection is also dependent upon the pattern of the last ihren bits, rr rather, upon 

a history of 3-bit patterns.   The most likely pattern of bits for silence is alternaiing O's and I's, 

whereas,  in non-silence it is likely to frequently encounter a string of 1's or a string of O's. 

A running score is accumulated based ^n Utf j assumption,  as indicated in Fig. 8.    If this sco* e 

remains in > le "silence" range for a sufficiently long time (currently 200 msec)   th-m a bit 

indicating silence is turned nn.   It remains on only   uitil the first time that tK score falls out- 

side the silence range. 

There is a delay of 100 msec between what ifi • cnt out and what is computed.   This delay 

is beneficial both in going into and coming out c silence.    It i* necessary to detect at least 

200 msec worth of silence before indicating s;lencf in order to te su^e that the silence is a 

pause and not just a stop gap.    The 100-msec delay allows silence to oe indicated for the second 

half of that time.    In coming out to silence, several milliseconds of speech often pass by before 

the running score actually succeeds in getting out o* the silence region.    The delay now allov s 

those samples to be called st.3ech,  by turning off Ü e silence indication 100 msec before speev h 

was firs* de ected. 

3.    TX-2 Packet Speech Software 

A TX-2 program to handle packet speech over the A\PA network has been written.    The 

progi am follows a nonstandard protocol proposed by Mr. Danny Cohen of *SI.   This protocol 

allows the render and receiver to establish 'x link between two computers on the network oi d 

then to send and receive standard size packets of speech.    Control messages are also specified 

which notify either host that the other's buffers are full and that the sending must he temporar- 

ily halted.    A method of ending transmissions is also provided. 

The protocol was implemented on TX-2 by bypassing the standard Network Control Program,- 

therefore, no other network traffic  is honored while the Packet Speech r'rogram is in operation. 

The program runs as a part of APEX and does not interfere with normal time-sharing operations. 

TX-2 acts as a source of buffer space and dispatcher.    A word in each direction is exchanged 

with the FDP over the data link described in Sec. V.    The rate of exchange is determined lv the 

FDP CVSD algorithm.    Speech from the FDP is buffered up and then sent out over the network. 

Speech from the network is buffered up and then sent to the FDP when a sufficient amount has 

rccumulated.    The amount received before sending to the FDP is an experimental parameter 

which we intend to explore in order to minimize the "glitches" caused by random network delays. 

V.    SYSTEM ACT.VITTES:   TX-2/FDP DATA  LINK 

In order to support on-line operation of the mid-term speech understanding system and the 

packet speech experiments,  a high-sp   od serial data link connecting IO channeH on the two 
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M(n)| 

MMAX « Oi 
tu-Mim] 

BITS = 11! OR 000 

MMIN = 0.001 

M(n-1) 

Fig. 7.    Operating characteristic lor M analyzer in CVSD modulation a'gorithr 
Tf hits = 111 or 000- 

|M(n)| = W|M(n- 1)| - MMAXJ + MM/X     . 

Otherwise: 

|M(n)| - k[|M(n- 1)| - MMIN) + MMIN 

where k = 0,988889. 

m. 

NeitBit 

Fig. 8.   Flow chart for CVSD silence detection algorithms.    Score >470 - si 
Bits ■ last three bits sent across channel. silence. 
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machmes han been installed and is now operational.   The hardware consists of digital interface 

circuits and a pair of frequency shift serial bit streavn modems. 

The digital interface circuits at each mach'nt provice proper da a buffering and handshaking 

with their respective machines.   They also provide parallel-to-serial conversion fiom riachine 

data vord output to serial modem input, and serial-to-parallel conversion frum modem receiver 

output to machine input.   Smce the TX-2 data word is 36 bits and FDP is 18 bits, the FDP trans- 

mits arj receives pairs of 18 bits each whicn correspond to single TX-2 words. 

Tiie modems operate as frequency shift modulators and demodulato-s.   A serial data stream 

at 600 nsec/biv. into the modem transmitter causes an output of 13.3- or 16.7-MHz bursts, each 

lasting 600 IXFic.    Before a serial word is output to a modem, a frame pulse of 6'>) nsec pre- 

cedes it and generates a third frequency burst of 20 MHz.   The transmitter sequence is as 

follows:   first a 600-nsec burst of 20 MHz for the frame pulse, followed by eighteen 630-nsec 

bursts of 13.3 or 16.7 MHz depending on data zeros or ones., and a final control bit of 600-nsec 

duration also 13.3 or 16.7 MHz.   The transmitter drives an RG-22B balanced cable with these 

frequency bursts.   At   ne modem receiver, the RF signal is filtered with filter«? matched to the 

three 600-nsec frequency bursts.   The filter outputs are envelope-detected and drive differential 

comparators.   Tne c^u r^.-ator driven by the 13.3- and i6.7-MHz filter envelopes produces a 

data bit stream.   A pair of comparators produces the frame bit preceding the valid data stream. 

In addition, a phase lock loup and voltage controlled oscillator produce a serial clock suitable 

for driving the digital interface.   This clock, data stream, and a frame pulse stream are three 

separate output lines which drive the digital interfaces. 
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